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Abstract- Mobile ad hoc networks (MANETS) consist of a collen of wireless mobile nodes which
dynamically exchange data among themselves wittiuteliance on a fixed base station or a wiredibace
network. Thus routing is a crucial issue to theigle®f a MANET. So, we introduce Multipath routiagows
building and use of multiple paths for routing beém a source-destination patultipath routing (MPR) is an
effective strategy to achieve robustness, loadncalg, congestion reduction, and increased througip
computer networks. At present, multipath routingoraj@ach is widely used in Mobile ad hoc networks to
improve network performance through efficient atilion of available network resources .In this s&mj goal

of the comparative surveys is to present the cdnodpthe existing multipath routing approaches and
summarizing the state-of-the-art multipath routteghniques from the network application point ofwi In
order to achieve multipath routing during path disry, we introduce the concept of independentctick
acyclic graphs (IDAGs) in this seminar, which h&vesal advantages over another approaches 1) osed t
provide multipath routing; 2) utilizes all possibéeiges; 3) guarantees recovery from single linkurfai4)
recovery from dual link failure and 5) reduce therber of overhead bit required in the packet header

Index Terms: - Mobile ad hoc networks (MANETS), robustnessaddbalancingMultipath routing (MPR),
independent directed acyclic graphs (IDAGs), aildri@arecovery.

1. INTRODUCTION

Mobile ad hoc networks (MANETS)
consist of a collection of wireless mobile nodesolth
dynamically exchange data among themselv
without the reliance on a fixed base station orir@dv - ; ; .
backbone on network. MANET nodes are typical one cannot guarantee that a single-link failure mot

o . Lo : Ydisconnect one or more nodes from the destination.
distinguished by their limited power, processinggd a IP Fast Rerouting is essential techniques

}ﬁeveloped for fast recovery from single-link fadar
rovide more than one forwarding edge to route a
acket to a destination. The techniques may be

Techniques developed for multipath routing arerofte
based on employing multiple spanning trees or
directed acyclic graphs (DAGSs).In the case of DAGS,
ecc'omputed by adding edges to the shortest-path tree,

In such networks, the wireless mobile nodes m
dynamically enter the network as well as leave th
network. Due to the limited transmission range o

wireless network nodes, multiple hops are usuallglalSShcied depending on the nature in which the
needed for a node to exchange information with a ackup edges are employed. In [8], the authors

other node in the network. Thus routing is a cducigg,evggﬁir?a?:rfho\?vi:ﬁ agg;ncekﬂtpan%g:/\ggigg © ;cz;t:seq a
issue_to the deS|gn of a MANET. Routing Inyponever the default forwarding edge fails or a
MANETSs must take into consideration their mportanbacket is received from the node aftached to the
characteristics such as node mobility. default forwarding edge for the destination, the

i d.The mptretasw_]g used bOfd .‘:‘jttfar;‘('jn? ackets are rerouted on the backup ports. In @, t
muftimedia necessitates increased bandwidin a thors present a framework for IP fast reroute

recovery from network failures. Thus, present-daty Idetailing three candidate solutions for IP fasbuée

networks employ several different = sirategies fofhat have all gained considerable attention. Tlaese

improved end-to-end bandwidth and load balanginﬂ'lultiple routing configurations (MRCs) [10], faikr
(using multlpz?\th routlng) and fast recovery frorrmkl! insensitive routing (FIR) [11], [12], and tunneling
and node failures (using fast rerouting strategleshSing Not-via addresses (Not-via) [13]. The common

Multipath drotjtlnt% IS a promising trom;)tlng gchemelt} eature of all these approaches is that they employ
accommoaate these requirements by using multip ultiple routing tables during transmission. Howgve

pairs of routes between a source and a deSt'nat'CfHEy differ in the mechanisms employed to identify
With the scheme, we can achieve robustness [2], lo hich routing table to use for an incoming packet .

bacljanqing [53]’ ba:jndwidth ag6gregation [3]’ Cohng?;tioauthor in [14] for a detailed description of theoab
reduction [5], and security [6] compared to thegkn tgchniques. It is certainly possible to use fasbvery

sh(t)rteskt-pz;\\;h Itrou:Lng t?at IS tu(sjua!ly”gseci m_ls;no chniques (irrespective of whether they guarantee
networks. Viultipath routing in foday s = hetwon recovery from single link failure or not) for mydéth

merely limited to equal-cost multipath [24], [25]. routing. However, all the above techniques reqaire
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significantly large number of routing tables, herace (3)Resource-constrained nodes. Nodes in a MANET
large number of additional bits in the packet heade are typically battery powered as well as limited in
One approach that offers resiliency tostorage and processing capabilities. Moreover, they
single-link failure and provides multipath routitg may be situated in areas where it is not possible+
some degree is “colored trees” [15], [16]. In thixcharge and thus have limited lifetimes. Because of
approach, two trees are constructed per destinatititese limitations, they must have algorithms wtzod
node such that the paths from any node to theawnot energy-efficient as well as operating with limited
the two trees are disjoint. The trees may bprocessing and memory resources. The available
constructed to obtain link-disjoint or node-disfoin bandwidth of the wireless medium may also be
paths if the network is two-edge or two-verteXimited because nodes may not be able to sactifiee
connected, respectively. Only two multiple routingenergy consumed by operating at full link speed.
tables are required. The colored tree approachvsllo (4)Dynamic topology: The topology in an ad hoc
every node to split its traffic between the twoese network may change constantly due to the mobility o
thus offering disjoint multipath routing. In additi, nodes. As nodes move in and out of range of each
when a forwarding link on a tree fails, the padkety other, some links break while new links between
be switched to the other tree. A packet may beodes are created.
transferred from one tree to another at most osce a
the colored tree approach is guaranteed to recoverRTypes of Faults in MANETS:-
from only a single-link failure. The colored treae As a result of above issues,
also referred to as “independent trees” in thedite'ee MANETSs are prone to numerous types of faults
[17]. In [1] author introduces the concept of including as follow:-
independent directed acyclic graphs (IDAGs), an
extension of independentrees. Link-independent (1)Transmission errors. The unreliability of the
(node-independent) DAGs satisfy the property thawireless medium and the unpredictability of the
any path from a source to the root on one DAG isnvironment may lead to transmitted packets being
link-disjoint (node-disjoint) with any path from é¢h garbled and thus received in error.

source to the root on the other DAG. (2)Node failures: Nodes may fail at any time due to
different types of hazardous conditions in the

2. LITERATURE SURVEY environment. They may also drop out of the network
either voluntarily or when their energy supply is

In MANETs communication between

nodes is done through the wireless medium. Becaudepleted'

. - Ef)Link failures. Node failures as well as changing
nodes are mobile and may join or leave the network.’". o :
.ehvironmental conditions (e.g., increased levels of

MANETSs have a dynamic topology. Nodes that are i MI) may cause links between nodes to break.

transmission range of e_zach other are called neighbo A)Route breakages. When the network topology
Neighbors can send directly to each other. Howeve : . 4
changes due to node/link failures and/or node/link
when a node needs to send data to another naf;...:
. : , additions to the network, routes become out-of-date
neighboring node, the data is routed through a X ;
i L . and thus incorrect. Depending upon the network
sequence of multiple hops, with intermediate nodes .
! ransport protocol, packets forwarded may either
acting as routers.

eventually be dropped or be delayed.
(5) Congested nodes or links: Due to the topology of

2.1. Issues of MANETS:- . . the network and the nature of the routing protocol,
There are numerous issues to consider

; . ertain nodes or links may become over utilized and
when erloylng MANETS. The following are some OfIcoad will increase, i.e. cgngested. This will letd
the main ISSUes. . . either larger delays or packet loss.

(1) Unpredictability of environment: Ad hoc networks Two main classes of ad hoc routing

gi}ait?snsdezlr?geivgn ur?(l)(gt(ijl\évne;?/ri:ilr?ri'er?tzza\\/\r/?lzlrjgsromcms are table-based and on-demand protdcols.
L . able-based protocols, each node maintains a utin

tampering or the actual destruction of a node nay tg

imminent. Depending on the environment, nod

failures may occur frequently.

(2) Unreliability of wireless medium: Communication

able containing routes to all nodes in the network

q’herefore, routes between nodes are computed and
stored, even when they are not needed. In on-demand
through the wireless medium is unreliable and Smbjeprotocols, nodes only compute routes when they are
to errors. Also, due to varying environmentalneeded' Therefore, on-demand protocols are more

conditions such as high levels of electro—magneti%:caIable to dynamic, large networks. Two of the mos

interference (EMI) or inclement weather, the qualit Widely used protocols are the Dynamic Source
. . . ’ qya Routing (DSR) and the Ad hoc On-demand Distance
of the wireless link may be unpredictable .Thuk lin

quality may fluctuate in a MANET. Vector (AODV) protocols. AODV and DSR are both
on-demand protocols.
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2.3Multipath Routing:- (1)Digoint paths - The most commonly used criterion
Multiple paths can provide load balancing,is the disjointnessof paths, which classifies the
fault-tolerance, and higher aggregate bandwidtladLo independence of paths in terms of shared resources.
balancing can be achieved by spreading the traffithere are three main types of path disjointness,
along multiple routes. This can alleviate congestionamely non-disjoint, link-disjoint, and node-disjbi
and bottlenecks. Multiple paths in ad hoc netwddks A set of node-disjoint paths have no common nodes
achieve higher bandwidth may not be a®xceptthe source and the destination. Similaithk- |
straightforward as in wired networks. Standardlisjoint paths have no common links, but may share
routing protocols in ad hoc wireless networks, sash some common intermediate nodes. And Non-disjoint
AODV and DSR, are mainly intended to discover @aths can have links (and therefore nodes) in
single route between a source and destination nodmmmon.
Multipath routing consists of finding multiple r@s (2)Route coupling — In wireless networks, route
between a source and destination node. Theseupling caused by radio interference or contention
multiple paths between source and destination notetween paths can have serious impacts on the
pairs can be used to compensate for the dynamic aperformance of multipath routing protocols, even if

unpredictable nature of ad hoc networks. the paths are topologically disjoint.

2.4. Benefits of Multipath Routing:- 2.5.2. TRAFFIC DISTRIBUTION: -

There are so many different benefits of multipath There are various strategies of allocating
routing which are as follows:- traffic over available paths. A multipath protocoay

(1)Fault tolerance — Multipath routing protocols can decide to forward traffic using only the path witte
provide fault tolerance by having redundanbest metric and keep other discovered paths as
information routed to the destination via altermati backups.Hop-count has traditionally been a popular
paths. This reduces the probability thaimetric to use. Some other choices are: path rétigbi
communication is disrupted in case of link failuredisjointness, available bandwidth, degree of route
More sophisticated algorithms employ source codingoupling, or a combination of metrics.
to reduce the traffic overhead caused by too mudf) Number of paths — A protocol can choose to use a
redundancy, while maintaining the same degree afingle path and keep the rest as backups, or it can
reliability. utilize multiple paths in a round-robin fashion,thvi
(2)Load balancing — When a link becomes over- only one path sending at a time. If multiple padhs
utiized and causes congestion, multipath routingsed concurrently to carry traffic, the protocokds
protocols can choose to divert traffic throughraladée to decide how traffic is split over the paths anevho
paths to ease the burden of the congested link. handle out-of-order packets at the destination.
(3)Bandwidth aggregation — By splitting data to the (2) Allocation granularity — Some possible choices of
same destination into multiple streams, each routadhffic granularity include, in order of increased
through a different path, the effective bandwidéimc control overhead, per source-destination pair, per
be aggregated. This strategy is particular beraficiflow, per packet, per segment. With a fine grarityar
when a node has multiple low bandwidth. links butoad balancing can be more efficient.
requires a bandwidth greater than an individug lin
can provide. End-to-end delay may also be redused 2.5.3. PATH MAINTENANCE:-
a direct result of larger bandwidth. Over time, paths may fail due to link/node
(4)Reduced delay — For wireless networks employing failures or, in ad hoc networks, node mobility. lPat
single path on-demand routing protocols, a routmaintenance is the process of regenerating patés af
failure means that a new path discovery procesdsneehe initial path discovery. It can be initiatedesifeach
to be initiated to find a new route. path failure, or when all the paths have failedm8o
This results in a route discovery delay. The detay multipath protocols use dynamic maintenance
minimized in multipath routing because backup reutealgorithms to constantly monitor and maintain the
are identified during route discovery. quality or combined QoS(Quality of Service) metric
of available paths.

2.5. Elements of a multipath routing:-

There are three elements of multipatt8. MULTIPATH ROUTING TECHNIQUES
routing: path discovery, traffic distribution, apéth
maintenance. The ongoing research on multipath routing tries to
2.5.1. PATH DISCOVERY:- cope up with fault tolerance and resource limitaio
Path discovery is the process of determining thef the low power nodes through concurrent data
available paths for a source-destination pair. @lzge forwarding over multiple paths. As we see earliett
various criteria a protocol can use when decidinghany different elements of Multipath Routing, we
which subset, if not all, of possible paths it veatd focus on the different path discovery methods and
find out in the discovery process. providing strategies to maintain it. There are sy
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different techniques for implementing Multipathhardware that are affected by the ECMP feature and
Routing by modification in protocol used or inare currently supporting single-path routing only.
algorithm used with different approaches whichase Techniques developed for multipath routing arerofte
follow:- based on employing multiple spanning trees or
directed acyclic graphs (DAGs) . When multiple
3.1. Equal Cost Multipath (ECMP) Routing in IP  routing tables are employed, a packet has to darry
Networks:- its header the routing table to be used for foriveyd
In this Equal Cost Multipath (ECMP) that enables thWhen the corresponding forwarding edge is not
usage of multiple equal cost paths from the sourcevailable, the packet needs to be dropped. This
node to the destination node in the network. Thdropping is forced due to the potential looping of
advantage is that the traffic can be split morengve packets when transferred from one routing table to
to the whole network avoiding congestion andnother. In the case of DAGs, computed by adding
increasing bandwidth. ECMP is also a protectioedges to the shortest-path tree, one cannot gearant
method, because during link failure, traffic can béhat a single-link failure will not disconnect omwe
transferred quickly to another equal cost pathkLin more nodes from the destination.
state protocols such as OSPF (Open Shortest P@isadvantages-
First) and I1S-IS (Intermediate System-to-Intermtslia 1. ECMP provides general, simple protection for IP
System) are based on the Shortest Path First (SRi€tworks. Nevertheless, ECMP does not cover all the
algorithm that calculates the single shortest firatin  single link and node recovery cases.
a source node to a destination node. Equal Ca3tl00 % failure recovery is not possible with ECMP.
Multipath is a technique that enables using severdl ECMP outperforms single path solutions and it is
equal cost paths in IP routing. This feature hetps competitive with even more complex Multiprotocol
distribute traffic more evenly. Label Switching solution.
ECMP does not require any special configurationd. ECMP feature cannot utilize all edges and also
because SPF computes automatically equal cost patteed extra bit in transfer of packets.
and these paths are then advertised to the formagrdi
layer. The only variable factor is the number oB8.2. IP Fast ReRouting (IPFRR) on Multipath
ECMP paths. The limiting factor is the maximumRouting:-
number of ECMP paths the load balancing algorithiP Fast ReRouting Techniques developed on
can support. Normally number of ECMP paths can bultipath Routing for fast recovery from single#in
configured between 1 and the maximum value dailures provide more than one forwarding edge to
supported paths. Common values of maximum patheute a packet to a destination. The techniquesheay
are 8 and 16. in the network but it is also a mtiwe@  classified depending on the nature in which the

method. backup edges are employed. In order for IP to becom
@ a full-fledged carrier grade transport technology,
/ \/‘\“‘,"3{\ 13 native IP failure-recovery scheme is necessary that
/ / 2 3 can correct failures in the order of millisecont.
& RN Fast ReRoute (IPFRR) intends to fill this gap,
et/ €Y T 3G9 i i ing of e
Path / 7> N providing fast, local and proactive handling ofdegs
source . L %“’@V Destination right in the IP layer. In [8], the authors develap
—b@g ' . B o Distencess method to augment any given tree rooted at a
Path? me’igw" destination with “backup forwarding ports.”
A Whenever the default forwarding edge fails or a
Path3 "y packet is received from the node attached to the
Q, default forwarding edge for the destination, the
Fig.1.ECMP load balancing packets are rerouted on the backup ports. In [#, t

authors present a framework for IP fast reroute
ECMP is a technique which is useful in loaddetailing three candidate solutions for IP fasbute
balancing, an example of ECMP load balancing ithat have all gained considerable attention. Tlaeee
shown in Figure 1. Traffic is spread quite everdy tmultiple routing configurations (MRCs) [10], faikir
the whole network. Additionally, these three ECMRnsensitive routing (FIR) [11], [12], and tunneling
paths are backups for each other. If one of thbspatusing Not-via addresses (Not-via) [13].
fails, traffic is split between the other two padfeer In [10] multiple routing configurations (MRCS)
failure detection. There is only one node and amie | approach divides the network into multiple auxiliar
that shares more than one path. In this case,tbaly graphs, such that each link is removed in at least
source router needs to support ECMP. During thisf the auxiliary graphs and each auxiliary graph is
ECMP, we tried to use path only at once to increasgnnected. Every node maintains one routing table
the performance. Changes to parts of the softwade aentry corresponding to each auxiliary graph forrgve

destination. If the primary forwarding link failg
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packet is routed over the auxiliary graph where thef routing tables, hence a large number of addition
primary link was removed. The routing table to uséits in the packet header.

(or equivalently the auxiliary graph over which theDisadvantages:-

packet is forwarded) is carried in the header @&frgv 1. In this approach, they employ multiple routing
packet. The limitation of this approach is thatldes tables during transmission required extra overhgad
not bound the number of auxiliary graphs employed. in packet

In [11] Failure insensitive routin¢FIR) when a link 2. Differ in the mechanisms employed to identify
fails, adjacent nodes suppress global updating amdhich routing table to use for an incoming packet.
instead initiate local rerouting of packets thatevteo 3. Do not utilize all possible edges during packet
be forwarded through the failed link. Though othetransmission.

nodes are not explicitly notified of the failurdety 4. It can remove only single link failure efficignt

infer it from the packet'dlight. When a packet arrives

at a node through amusual interface (through which 3.3. Colored Trees (CTs) Approach in Multipath

it would never arrive had there been no failure)Routing:-

corresponding potential failures can be inferred anAn efficient approach to route packets along liok-

the next hop chosen avoiding those links. This wagode disjoint paths in packet-switched networkdhwit
under FIR, the next hop for a packet is determineshinimum routing table overhead and lookup timeois t
based on not only the destination address butthéso employ colored trees (CTs). In this approach, two
incoming interface .FIR-based approaches nevérees, namely red and blue, are constructed raaited
guarantee the recovery from dual link failures. destination such that the paths from any node ¢o th
The Internet Engineering Task Force has initiated t destination on the two trees are link- or nodeeitisj

IP Fast Reroute framework [8]. To our days, manyin this approach, two trees are constructed per
IPFRR proposals have come to existence, yet tltestination node such that the paths from any tode
largest industrial backing is undoubtedly behind ththe root on the two trees are disjoint. The treay be
technique based on the notion of “Not-via addréssesonstructed to obtain link-disjoint or node-disjoin
[13]. we identify high address management burdepaths if the network is two-edge or two-vertex
and computational complexity as the major causes obnnected, respectively. This approach is simitar t
why commercial IPFRR deployment still lags behindthose employing multiple routing tables, exceptt tha
and we present a lightweight Not-via scheme.Ouwnly two tables are required. Every packet mayycarr
modified Not-via technique uses the concept odin extra bitin its header to indicate the trebeaised
redundant trees. Redundant trees are basicallyra pfar routing. This overhead bit may be avoided by
of directed spanning trees, which have the appgalirmploying a routing based on the destination addres
property that a single node or link failure desgroyand the incoming edge over which the packet was
connectivity through only one of the trees, leaving received, as every incoming edge will be present on
path along the other tree intact. The concept was f exactly one of the trees. The colored tree approach
applied to IP Fast ReRoute. Redundant trees givaiows every node to split its traffic between th®

rise to an easily implementable and deployableees, thus offering disjoint multipath routing. In
“lightweight Not-via” scheme: it significantly addition, when a forwarding link on a tree failegt
decreases the number of Not-via addresses, witacket may be switched to the other tree. A packet
clever modifications it reduces computationamay be transferred from one tree to another at most
complexity. once as the colored tree approach is guaranteed to
The requirement of a not-via address for every ihk recover from only a single-link failure.

a node and that different nodes may have differerA B C A
number of not-via addresses assigned to them do

not scale. The scalability issue is even more

pronounced when multiple links may fail as a na@t-vi p E F
address would be required for every possible failur
scenario.

The common feature of all these approaches is th
they employ multiple routing tables during
transmission. However, they differ in the mechamsism

(a) (b)
employed to identify which routing table to use &or Fig. 2. lllustration of node-independent trees fbe example
incoming packet .As author in [14] for a detailegretwork. (a) Red tree. (b) Blue tree. Node A isrihat (destination)

node.

Fig. 2 shows an example network where red and blue
‘t(rees, rooted at node A, are constructed. This tree
construction enables recovery from a single-link

failure by switching from one tree to another. For

example, consider a packet that is forwarded from

description of the above techniques. It is cenainl
possible to use fast recovery techniques (irresgect
of whether they guarantee recovery from single lin
failure or not) for multipath routing. However, atle

above techniques require a significantly large neimb
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node F to node A on the blue tree. When there are fails, the packet may be forwarded on link I-E to
failures, the packet would take the path F—-C—-B<A. Ireach the destination.
link C-B fails, then node C would reroute the packeDisadvantages: -
on the red tree, thus the packet will follow thehp— 1. In this approach, we recover the dual link falu
C-F-1-H-G-D-A. Assume that a second link failurenly, not more.
occurs on link I-H. As only two independent treeg. If there is continuous switching between nodes o
were constructed and recovery from arbitrary twi li red and blue tree the performance of packet
failures cannot be guaranteed, the packet will beansmission reduces.
dropped when the second link failure is encountered 3. It should utilize minimum directed edges to eotd
Depending on the application [16] for which coloreddestination.
trees are employed, the network may use only @ee tr
at a time or both the trees. For example, when tt&4. MARA: Maximum Alternative Routing
colored trees are employed for fault toleranceketc Algorithm Multipath Routing: -
may be routed along the red tree. When a node losgtidy the multipath route calculation by constnugti
its red forwarding neighbor (due to link or nodea directed acyclic graph (DAG) which includes all
failure), the node re-routes the packets alongothe edges in the network. In this [19] define new DAG
tree. When the trees are employed for QoS routingpnstruction problems with the objectives of 1)
the two trees may be employed simultaneously tmaximizing the minimum connectivity, 2)
carry different classes of traffic. The two treegynbe maximizing the minimum max-flow, and 3)
employed simultaneously to increase thenaximizingthe minimum max-flow as an extension
instantaneous available bandwidth by spreading thef shortest pathouting. Configuring consistent loop-
traffic from a node on the two trees. When employeftee routes for a destination is synonymous with
for security, the traffic from a node may be spreadonstructing Directed Acyclic Graph (DAG) .A novel
over the two trees. The colored trees are alsoregfe multipath route calculation algorithms called
to as “independent trees” in the literature [17]e W Maximum Alternative Routing Algorithms (MARAS)
will use to the colored trees approach as theonstruct a DAG that includes all edges in the
independent trees (I Trees) because of themretwork graph structure, in order to provide a
disjointness property. significant number of alternative paths among all
nodes to a destination.
C AQe-E0Q<«--0OC  When multiple routing tables are employed, a packet
A A has to carry in its header the routing table taibed
! 0 for forwarding. When the corresponding forwarding
F D _%_%F edge is not available, the packet needs to be dobpp
H g AN A This dropping is forced due to the potential logpdrf
V- 0 \" packets when transferred from one routing table to
I G(j._.ﬁd)._,@' another. Techniques developed for fast recovem fro
B R single link failures provide more than one forwagli
Fig. 3. lllustration of node-independent DAGs in emample €edge to route a packet to a destination. The tgolesi
network where node A is the root (destination) n¢dpRed DAG. may be classified depending on the nature in which

(b) Blue DAG. the backup edges are employed. A method to augment

(r)]ne apEroachbto e'ﬁ‘hﬁ”ge thf. rlobgstnesi;s is to allwy given tree rooted at a destination with “backup
the packet to be switched multiple times between th, o rding ports.” Whenever the default forwarding
trees. Such an approach will fail in the examplegqe fails or a packet is received from the node
considered above. The packet will be rerouted ba tached to the default forwarding edge for the

an(_j fo_rth on the path I-F-C. We may analyze Whe&‘estination, the packets are re-routed on the fpacku
switching back to a tree would guarantee n

encountering a previous failure again [18] b
observing the properties of the independent tr
construction process. However, the inherent linatat

%9] constructs a DAG that utilizes all edges ie th
. R network to increase the number of paths signifigant
of the tree-based approach is that it utilizes @{M|- However, the algorithm does not provide a

3) dlrecteﬁ edgei to rfout% to a drt]-:‘stlnanoni( Wﬁe mechanism for backup forwarding when encountering
\ enhotesft N num_l_er ohno 35 Int Flnitworh'ﬂag 90% single link or node failure. MARAs always caldela
Is theretore to utilize the additional links avalain o otes using all edges. Migration of the Ingem

the network to improve robustness. To this end, Weom essentially single-path routing to multipath

seek to construct independent directed acyclicttsap,q ing can potentially improve the fault resilienof

rooted at each node. Fig. 3(a) and (b) shows Qe eryork, raise the aggregate bandwidth availabl
independent directed acyclic graphs rooted _at rode between two nodes, and increase the utilization of
Ob;erve that noqle | has two red forwar_dlr?g edg&Siherwise idle resources. One step toward the
available. Thus, in the earlier example, if linkHI- realization of this goal is the development of
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algorithms for finding the multipath routes on therouting techniques, but multipath routing is not ye
network graph. widely deployed in practice.

Disadvantages:-

1. MARA approach does not provide a mechanism for
backup forwarding when encountering a single link o
node failure if occur.

2. Fast recovery from link failure is not possible.
Another approach is to employ multiple pairs of
colored (independent) trees, however such a teabniq
will require the packet to carry information on ki
pair is being used for routing.Our goal is to depel
an elegant solution to: 1) achieve multipath rogiti?) Fig 4.Independent directed acyclic graph

utilize all possible edges; 3) guarantee recovasynf As shown in fig 4. Independent directed acyclic
single-link failures; and 4) reduce the number ofraph each node in directed acyclic graph starting
overhead bits required in the packet headefrom O is directed toward only destination with the
Moreover, the use of multiple non disjoint paths ipair collection {x, y, z} from any node in between
advantageous in load balancing and preventingpurce and destination. Each graph maintains should
snooping on data, in addition to improving resitign be link disjoint and node disjoint so it is indedent

to multiple link failures. of each other.

3.5. Independent Directed Acyclic Graphs for 3.5.2 Resilient Routing With IDAGs:-

Resilient Multipath Routing:- The network is assumed to employ link-state prdtoco
In [1] authorintroduces the concept @fidependent hence every node has the view of the entire network
directed acyclic graphs (IDAGs), an extension of topology. Every node computes two DAGSsS, namely
independent trees. Link-independent  (node-red and blue, for each destination and maintaires on
independent) DAGs satisfy the property that any pator more forwarding entries per destination per DAG.
from a source to the root on one DAG is link-disjoi The DAGs may be used in two different ways to
(node-disjoint) with any path from the source te thachieve resilient routing. In the first approach,
root on the other DAG. Given a network, also depeloreferred to as Red DAG first (RDF), the packets are
algorithms to compute link-independent and nodeassumed to be forwarded on the red DAG first. When
independentDAGs. The algorithm guarantees thato forwarding edges are available on the red DAG,
every edge other than the ones emanating from thiee packet is transferred to the blue DAG. When no
root may be used in either of the two node-disjoinblue forwarding edges are available, the packet is
DAGs in a two-vertex-connected network. Similarly,dropped. The DAG to be employed for routing is
show that only a small number of edges will remaicarried in an overhead bit (DAG bit) in every péacke
unused when link-independent DAGs are constructeteader. In the second approach, referred to as Any
The edges that will remain unused in both DAGs arBAG first (ADF), a packet may be transmitted by the
defined by the topological limitation of the netkor source on the red or blue DAG. In addition to the
Thus, the algorithms developed in [1] author emploPAG bit, every packet also carries an additional bi
the maximum possible edges in the DAGs. Thehat indicates whether the packet has been traesfer
approach developed in this author requires at mokbm one DAG to another (Transfer bit). A packet is
two bits (and may be reduced to one bit when rgutinrouted on the DAG indicated in its packet header. |
is based on destination address and incoming linkip forwarding edges are available in that DAG &nd i
even when both DAGs are used simultaneouslyhe packet has not encountered a DAG transfer
Finally, they introduce another approach to exmdlit already, it is transferred to the other DAG. If no
possible links, that is, multiple pairs of coloredes forwarding edges are available on the DAG indicated
technique to evaluate the performance of the IDAGs the packet header and the packet has already
scheme. In the multiple pairs of colored treegncountered a DAG transfer, the packet is dropimed.
technique, the red and blue trees are independemt iboth of the approaches described above, a node may
given pair however we cannot guarantee that treésrward the packet along any of the available
from different pairs are independent. forwarding edges in the DAG indicated in the packet
3.5.1. Independent directed acyclic graph:- header.

Multipath routing is the routing technique of usingNote that if the red and blue DAGs are (link- odae
multiple alternative paths through a network, whicl) independent, then the network is guaranteed to
can yield a variety of benefits such as fault tatere, recover from a single (-link or -node) failure whitie
increased bandwidth, or improved security. Th@acket is transferred from one DAG to the other. In
multiple paths computed might be overlapped, edgaddition, the network may tolerate multiple failsires
disjointed or node-disjointed with each othersome nodes may have many forwarding entries in
Extensive research has been done on multipadach DAG.
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Given a destination nod®in the network, we seek to 1) Used to provide multipath routing;

construct two independent DAGs rooted at the@) Utilizes all possible edges;

destination. Our goal in the construction proces®i 3) Guarantees recovery from single link failure gatl
utilize every edge available in the network in eitbf link failure [14];

the two DAGs. Observe that the edges emanatirfy) Reduce the number of overhead bit required én th
from cannot be utilized in the DAGs as we require t packet header and

paths to terminate @ To this end, we first construct 6)As Multipath Routing is used, it achieve robuste
two node-independent DAGs in a two-vertex{2], load balancing [3], bandwidth aggregation [4],
connected network involving every edge, other thaoongestion reduction [5], and security [6] compatieed
the edges emanating from the destination, in eibifier the single shortest-path routing that is usuallgduis
the two DAGs. We then construct link-independeninost networks.

DAGs in two-edge-connected networks employing all

but a few edges emanating from the articulatiod. CONCLUSION AND FUTURE WORK

nodes. Polynomial time algorithms used by authpr [1n this seminar, we have presented multipath rgutin
construct node-independent and link-independeimt ad hoc networks and also a comprehensive survey
DAGs using all possible edges in the networlof Multipath Routing techniques in wireless Mobile

developed ad hoc networks is specified. We also observe the
different issues and fault due to this issues irbliéo
3.5.3. Node Independent DAG: - ad hoc networks. A mobile ad hoc network (MANET)

Two-vertex-connectivity is the necessary anaonsists of autonomous mobile nodes, each of which
sufficient requirement for constructing two node-communicates directly with the nodes within its
independent DAGs utilizing all the edges excepsého wireless range or indirectly with other nodes in
emanating from the given destination node. Thisetworks. To facilitate secure and reliable
necessary part of the requirement follows directigommunication within a MANETs an efficient
from the condition required for constructing twomultipath routing technique is required to discover
node-independent trees — a special case of DAG. routes between mobile nodes. We compare several
Initialize the partial order for the nodestbe two  different multipath routing techniques and analgze
DAGs. Compute the first cycle to be augmentedadvantages and disadvantages in each technique and
Compute successive paths to be augmented. The pétid more efficient technique for Multipath Routing
starts and ends at distinct nodes that are alreddgd i.e. the concept of independent directed acyclipbs
to the DAGs, hence the paths from every node to t{DAGs) and developed a methodology for resilient
root of the DAG are node-disjoint. Note that themultipath routing using IDAGs is developed. In fugtu
difference between the path augmentation employadork ,we can implement the IDAGs approach
for DAG construction here and that employed foetreperforms significantly better than other approadhes

construction. terms of increasing number of paths offered, raayci
the probability of a two-link failure disconnectiray
3.5.4 Link Independent DAGs:- node from the destination, and average link lodee T

Two-edge connectivity is a necessary and sufficierttees based on the shortest paths on the IDAGs have
condition for constructing two link-independentefficient performance because the average shortest
DAGs. Similar to the requirement of node-path length on the IDAGs is short.

independent DAGs, the necessary part of the
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